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A B S T R A C T

CGFFCM (Cluster-weight and Group-local Feature-weight learning in Fuzzy C-Means) is a clustering-based color
image segmentation approach. It applies an automatic cluster weighting strategy to mitigate the initialization
sensitivity and a group-local feature weighting technique to improve the clustering accuracy. In addition, it
exploits an efficient combination of image features, consisting of eight features from three different groups (i.e.,
local homogeneity, CIELAB color space, and texture), to increase the image segmentation quality. CGFFCM also
utilizes the imperialist competitive algorithm to optimize its feature weighting process. An open-source Matlab
implementation of CGFFCM is available.
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1. Introduction

Image segmentation is the process of segmenting a digital image
into several parts. The aim is to simplify or change the representation
of an image into something more meaningful and easier to analyze.
In computer vision, the image segmentation process is used in various
applications such as object detection [1], people counting [2], fire
detection [3], medical image analysis [4], and other industrial and
monitoring applications [5,6].

A large number of different techniques appear in the literature for
image segmentation which can be classified into three main categories:
(1) threshold-based methods [7,8], (2) region-based methods [9], and
(3) clustering-based methods [9–15]. Among these approaches, the
clustering-based methods, especially k-partitional algorithms such as
k-means and fuzzy c-means (FCM), are trendy and useful because of
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preserving more image information, easy and fast implementation [9],
and the good results they provide [13,16].

In this work, we provide an open-source Matlab implementation of
the CGFFCM (Cluster-weight and Group-local Feature-weight learning
in Fuzzy C-Means) method for the color image segmentation task,
which has been recently published in [16].

2. CGFFCM

The basis of CGFFCM [16] is inspired by our clustering algorithm
presented in [17]. In CGFFCM, an automatic cluster weighting scheme
is performed to reduce the sensitivity to the clustering initialization,
and a group-local feature weighting strategy is applied to better image
segmentation. In addition, the clustering process is combined with
the Imperialist Competitive Algorithm (ICA) [18] to optimize the
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Fig. 1. The structure of CGFFCM.

feature weighting process. Moreover, an efficient combination of image
features, consisting of eight features from three groups (i.e., local
homogeneity, CIELAB color space, and texture), are used to have better
segmentation results. Fig. 1 illustrates the structure of CGFFCM. As
illustrated in this figure, the process begins by extracting the features
from the input image. Then, the extracted features are entered into the
CGFFCM clustering algorithm. The ICA method is also utilized by the
CGFFCM to optimize its feature weighting process. The output is the
segmented image.

In CGFFCM, the basic idea is that the importance of the extracted
features is different for each image. A group of features may be im-
portant in general, but the importance of a sub-feature in a group may
be less or more than other sub-features. The goal of the CGFFCM is to
improve image segmentation quality by emphasizing important groups
of features and sub-features, simultaneously. To this end, a group-local
feature weighting technique is utilized during the clustering process.
In this technique, unlike other feature weighting methods such as the
local weighting techniques (feature has different weights in different
clusters) [17,19] or global weighting ones(feature has same weights in
all clusters) [17,19], the groups and the sub-features in each group get
different weights depending on their importance degree in the clusters.
Thus, weighting is done more effectively and efficiently, yielding better
segmentation results.

In addition, to reduce the sensitivity to initial centers, a cluster
weighting technique is used. The weight of the clusters is extracted
dynamically while taking the importance of the features and sub-
features into account. More details regarding the feature weighting and
cluster weighting mechanisms are available in [16,17].

3. How to use CGFFCM

The implementation of CGFFCM has been done in Matlab. The
modules and submodules that existed in the implemented program are
shown in Fig. 2. As shown in this figure, it includes the main function
called Demo and three modules (i.e., the FeatureExtractor, CGFFCM, and
Evaluator), each of which also has some submodules.

The main modules of the program are described below:

• Demo: this module contains a main script in which other modules
are called. By running the demo, the input image (or images)
is loaded first. Then, two general parameters, i.e., the maxi-
mum number of iterations and the number of algorithm restarts, are
entered by the user.

• FeatureExtractor: this module is responsible for extracting the
features from the input image. The output of this module is an
𝑁 × 8 matrix, where 𝑁 indicates the number of image pixels and
8 is the number of extracted features. The first three features are
for local homogeneity, the following three are for color space, and
the last two are for texture features.

Fig. 2. The modules and submodules that existed in the implemented program.

• CGFFCM: this function implements the CGFFCM method. Its input
comes from the FeatureExtractor module, and its outputs are as
follows:

◦ Cluster_elem: is an 𝑁 ×𝐾 matrix that represents the mem-
bership of 𝑛th pixel to the 𝑘th region in the input image;

◦ M: is a matrix of cluster centers (𝐾 × 𝐷), where 𝐾 and
𝐷 are the number of clusters and the number of features,
respectively;

◦ EW_history: is the value of the objective function stored
during the algorithm iterations;

◦ Z: is a 𝐾 × 𝐷 matrix that represents the weight of the 𝑑th
feature in the 𝑘th cluster;

◦ W: is a vector of length 𝐾 that represents the weights of
clusters.

• Evaluator: this function is also called by the main function Demo.
The output of this function is the performance metrics calculated
on the result segmented image.

4. Impact

CGFFCM emerged from our last research work in [16,17] and has
been proving to be a robust tool for different image segmentation
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Fig. 3. Example outputs of CGFFCM on lesion segmentation application. (a) Input image, (b) ground truth, and (c) segmented image by CGFFCM.

Fig. 4. Example outputs of CGFFCM on white blood cells segmentation application. (a) Input image, (b) ground truth, and (c) segmented image by CGFFCM.

tasks. In this section, some applications of implemented software are
introduced.

Skin lesion segmentation: Skin lesion segmentation, which is one
of the medical image segmentation tasks, is essential for detecting
melanoma. Melanoma, the most life-threatening skin cancer, can sud-
denly occur on normal skin without warning and develop on a pre-
existing lesion. Therefore, lesions must be carefully monitored. The
automatic segmentation of skin lesions in the dermoscopic images
accelerates melanoma diagnosis [20]. We run the CGFFCM software on
the ISIC (International Skin Imaging Collaboration) 2017 dataset [21].
Some of the images in this dataset, their grand-truth, and the obtained
results are shown in Fig. 3. As shown in this figure, the skin lesions are
detected well. The detection accuracy obtained in this experiment and
the output images show that the implemented software is a suitable
tool for this application.

White blood cells segmentation: Determination of white blood
cells is vital for diagnosing many diseases. The number of white blood

cells and morphological changes provide valuable information for the
positive results of the diseases such as Acute Lymphocytic Leukemia
(ALL) [22]. We run the CGFFCM software on the WBC (White Blood
Cell) dataset [23]. Some of the images in this dataset, their grand-truth,
and the obtained results are shown in Fig. 4. As shown in this figure,
the implemented program is also helpful for detecting white blood cells.
The results obtained in this experiment and the outputs indicate that
CGFFCM software is a suitable tool for this application.

Aerial image segmentation: Today, the automatic detection of
objects in satellite imagery is of interest to machine vision researchers.
Automatic detection of buildings, natural areas, roads, etc, from aerial
images, has been an essential task for many applications such as
mapping, GIS (Geographical Information Systems) database generation,
land use analysis, change detection, and urban monitoring [24]. We run
the CGFFCM software on some sample aerial images, some of which
are shown in Fig. 5. As shown in this figure, from these complex
images, well-segmented images are obtained. The results obtained in
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Fig. 5. Example outputs of CGFFCM on aerial image segmentation application. (a) Input image, (b) segmented image by CGFFCM.

this experiment show that CGFFCM software is also a suitable tool for
this application.

The other applications of CGFFCM and the experimental results
reported in [16] confirm that the CGFFCM achieves higher performance
than the state-of-the-art methods for the color image segmentation
tasks. The provided source code is highly efficient, extensible, easily
understandable, modular, and specially designed to deal with the high-
dimension challenge in clustering tasks. It is helpful for beginners as
well as advanced researchers to explore new ideas and for machine
learning professionals. To adapt the code to deal with other cluster-
based tasks, only minor changes to the source code are required (such
as modification of the distance function). In the future, the authors
plan to further improve CGFFCM by focusing on implementing some
modules, such as a function for defining various distance metrics.
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